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Abstract 

Assessing learning does not by itself result in increased student accomplishment, much like a pig never fattened 
up because it was weighed. Indeed, recent research shows that while institutions are more regularly engaging 
in assessment, they have little to show in the way of stronger student performance. �is paper clari�es how 
assessment results are related to improved learning – assess, e�ectively intervene, re-assess – and contrasts this 
process with mere changes in assessment methodology and changes to pedagogy and curriculum. It also explores 
why demonstrating improvement has proven di�cult for higher education. We propose a solution whereby 
faculty, upper administration, pedagogy/curriculum experts, and assessment specialists collaborate to enhance 
student learning.
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For this article, we de�ne assessment as everything typically encompassed in 
the process – de�ning learning outcomes, mapping them to the curriculum, 
selecting an instrument, collecting data, analyzing results, reporting results, 
and communicating with stakeholders – with the exception of using results 
for improvement.  �e purpose of doing so is to separate the assessment 
mechanics from use of results for improvement (i.e., faculty- or sta�-driven 
changes to programming/curricula that are re-assessed and then deemed 
improvements).
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Basic Breakdowns in the Model

Assess, intervene, re-assess. Program A’s faculty are not satis�ed with students’ 
writing pro�ciency.  To address this issue, the faculty met numerous times.  
From these meetings, several initiatives were launched. A course in writing 
was added. Students wrote more papers in existing classes too.  After students 
went through this new curriculum, the program implemented a program-
level writing assessment rubric.  �ey found that students on average met 
their expectations around writing.  

�is story sounds like a good one.  �e problem is that Program A would 
have di�culty demonstrating that this new curriculum was more e�ective 
at fostering student learning in relation to writing than the previous one 
because no pre-assessment was implemented. Back to the pig example, the 
pig was fed and then weighed. It is unknown how much weight the pig 
actually gained, if any. 

Assess, intervene, re-assess. Program B’s faculty were dissatis�ed with students’ 
writing.  Year after year they implemented a robust writing assessment.  And, 
every year, the results suggested the same problem: students were graduating 
with sub-standard writing skills.  Nevertheless, no systematic change in 
curriculum or pedagogy was made.  Some faculty tweaked their individual 
sections but did not coordinate with other faculty.  

In this scenario, despite good methodology, learning improvement was 
not evidenced because no coordinated intervention was implemented. �e 
pig was weighed and then weighed again. However, no weight gain was 
evidenced because the pig was not fed.

Assess, intervene, re-assess. Program C assessed their students’ writing and 
were not pleased.  In response they required additional papers through their 
curriculum.  Also, the department head paid for several in-service workshops 
where faculty learned from writing experts how to provide better feedback 
to students. Unfortunately, before the �rst a�ected student cohort received 
the full intervention, the assessment coordinator took a job at a di�erent 
university.  Unfortunately, the program did not assess subsequent cohorts. 

Given that no follow-up assessment was conducted after the intervention 
was implemented, the e�cacy of the new curriculum and better trained 
faculty was unknown. �e pig was weighed and then fed. Unfortunately, 
the pig was not weighed after the feeding, thus obfuscating legitimate claims 
about weight gain.

Although none of these programs successfully implemented the PLAIR, 
some bene�ts accrued nonetheless. For Programs A and C, it is quite possible 
that students wrote better because of the programmatic changes. Indeed, the 
faculty could relay anecdotes of student success. Unfortunately, they could 
not demonstrate persuasively this improvement to an external audience.  
For Program B, some individual sections may have improved, which is 
good for individual faculty and some students, but at the program level the 
needle did not move.  �e point is that, to evidence writing improvement 
at the program level, the pedagogical or curricular intervention must be 
implemented consistently in all pertinent sections and the assessment must 
be administered before and after.

�e point is that, to evidence 
writing improvement at the 
program level, the pedagogical 
or curricular intervention must 
be implemented consistently in 
all pertinent sections and the 
assessment must be administered 
before and after.
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In conversations we have 
had with faculty and sta�, a 
common theme is that many 
if not most educators make 
adjustments to their pedagogy 
or curricula. Unfortunately, 
these changes are rarely 
implemented at a program 
level.

Nuanced Breakdowns in the Model

In addition to the aforementioned basic process breakdowns, more nuanced 
problems can undermine the model.  In the methodology context, sampling 
may be unrepresentative, instruments unproven, students unmotivated, 
incorrect analyses performed, etc.  In other words, the data may not 
accurately re�ect the targeted student learning.  

From the intervention perspective, problems arise as well. Two notable 
ones include lack of alignment and lack of successful implementation.  For 
some programs, there is little alignment or mapping between curricular/co-
curricular activities and outcomes.  Basically, students engage in activities 
but there is no clear plan about how these activities relate to program-level 
outcomes. 

Even if the program has clear student learning outcomes and a logical 
curriculum to engender them, students still may not improve on those 
program-level outcomes for any number of reasons. Perhaps the program-
level curriculum map – while looking good on paper – has little in common 
with what is actually taught by faculty across several sections; perhaps the 
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during their graduate programs.  In fact, it seems that conversations about 
teaching are taboo compared to frequent conversations about scholarship. 
Even if a faculty member adopts an evidence-based pedagogy, that lone 
faculty member will not bring about programmatic changes. Programs are 
made up of teams of faculty, and everyone must be on board (a challenge 
within itself ) to generate meaningful changes.

In sum, a program must overcome many obstacles to evidence learning 
improvement.  A program that overlooks any part of assess, intervene, re-assess 
will de facto be unable to evidence improvement.  Even if the PLAIR model 
is adopted, there is no guarantee that the program will be able to tell a story 
about learning improvement. Breakdowns in assessment methodology and/
or intervention can thwart the best intentions. With those obstacles in mind, 
the next section opens with a realization that drew our attention to program 
learning improvement. It then provides our current thoughts regarding how 
a university could truly close the loop and demonstrate improved learning 
at the program level.   

Structuring a University for Learning Improvement: Our 
“Aha” Moment

We had an epiphany recently at our institution. When programs needed help 
with assessment, the Center for Assessment and Research Studies provided 
state-of-the-art consultation.  Challenged and strongly supported by the 
administration, faculty put forth great e�ort with assessment mechanics. 
�ey worked together to articulate program learning outcomes; curriculum 
maps identi�ed where students theoretically learned these skills; instruments 
were speci�cally developed to map to the program outcomes; data were 
collected at the program level; clear reports were written. In other words, 
the assessment “gears” were in place and e�ectively spinning at the program 
level. Missing in the assessment consultation, however, was guidance on how 
a program could use results to improve student learning. Our assessment 
consultants had little training in this area, and thus faculty received little 
support.  Perhaps not surprisingly, the “use of results” section in assessment 
reports most typically featured changes to assessment mechanics and an 
occasional programmatic change. Rarely did we see improvement to student 
learning a la the PLAIR model.

On the other side of campus – literally and �guratively – the faculty 
development o�ce was helping individual faculty develop better classes 
and providing support for best practices in pedagogy, course design, and 
alignment at the course-section level.  Unfortunately, up to that point, the 
assessment o�ce and the faculty development o�ce coordinated in only 
nominal ways. Further, the assessment o�ce provided methodological 
assistance at the program level, whereas the faculty development o�ce 
provided help at the individual section level. In other words, there were two 
problems: the o�ces were not collaborating, and they were helping faculty at 
di�erent levels (program vs. section). When these two o�ces began to talk, 
however, a synergistic solution seemed obvious. Properly coordinated, with 
support from administration, these units could help faculty create a system 
whereby e�ective interventions could be implemented and assessed at the 
program level.  

A program that overlooks 
any part of assess, intervene, 
re-assess will de facto 
be unable to evidence 
improvement.
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Scale or 
Subscale

Corresponding 
Objective(s)

2011 Results 
Mean

2012 Results 
Mean

*2013 Results 
Mean (sd)

Desired Results 
2013

**2013 Di�erent 
from 2012?

Oral Communication Rubric (n=25): 1 = unsatisfactory, 2 = emerging, 3 = competent, 4 = highly competent

Delivery Skills 4 2.8 2.5 2.6(.42) 3 No

Introduction 4 2.7 2.9 2.8(.55) 3 No

Body 4 3.1 2.9 3.0(.38) 3 No

Conclusion 4 2.9 2.7 2.7(.49) 3 No

Graduation Survey (n = 91): 1 = no gain, 2 = small gain, 3 = moderate gain, 4 = large gain, 5 = tremendous gain

Oral Comm 4 2.7 2.6 2.6(.8) 3 No

Table 1. Oral Communication Senior Assessment Results of �ree Cohorts. 
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According to the curriculum map, four courses address oral communication: 
three with moderate coverage, and one with major coverage. On paper, it 
would seem students have ample opportunity to learn these skills.

Nevertheless, the assessment evidence clearly indicates that students are not 
as pro�cient as the program faculty expect.  To dig deeper, the six faculty 
members teaching these courses met with the program coordinator three 
times in the month of March to investigate, as a program, why students were 
falling short. What follows is a summary of these discussions:

• Indeed, students did present orally in all of the aforementioned courses.

• However, how these oral communication experiences were implemented 
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work hard.  Students will watch videos of the three best senior capstone 
presentations from the previous year.  Faculty will then describe to their 
students how each of these presentations would be evaluated on the oral 
communication rubric.  

(2) Intervention 2:  Align Class-Level Assessments, Using Program-Level 
Oral Communication Rubric. Presentations will be evaluated on content 
(70% of the task grade) but also speci�cally on oral communication 
(30%).  Each faculty member will use the oral communication rubric 
for that 30% of the grade. 

(3) Intervention 3. Emphasize Practice.  In all classes with an oral 
communication component, faculty will urge students to practice 
their presentations at least four times before the in-class performance.  
Students will be encouraged to work with their classmates to receive 
feedback using the rubric and to tape and review their practice e�orts.  

(4) Intervention 4. Increase the Rigor of Capstone Presentations. For the 
capstone, the ante will be raised.  �e �nal oral presentation will be open 
to all program faculty and to all majors; it will also be recorded.  �e three 
capstone professors will emphasize to students that this presentation will 
demonstrate not only what students have learned in the program, but 
also how well prepared they are for jobs or graduate school.  

Special Note:  While not an intervention that directly impacts students, 
faculty will spend three days of in-service training prior to the �rst week 
of classes in Fall 2014.  �ere they will discuss how to encourage students 
to practice before presentations and how to use the oral communication 
rubric consistently across courses. �e faculty development o�ce will 
help facilitate this training module.

4. Lay Out Improvement Timetable. To coordinate the interventions with 
assessment, we created an improvement timetable (see Table 3). Because 
the interventions a�ect several courses that span students’ juniors and 
senior years, the total e�ect will not be realized for several years. We will 
collect data each year, which corresponds to di�ering levels of intervention. 
In Year 0 we collect data on seniors (Class of 14’) who have not experienced 
any new intervention.  In Year 1, we collect data on students (Class of 15’) 
who will receive partial intervention: only senior-level courses are enhanced 
for this group (PCUL 402 and 480).  In Year 3, we collect assessment data 
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publish an article about their important work leading to improved student 
outcomes.  �ey receive travel stipends to present in their own discipline. 
Upper administration communicates such stories to the Board of Visitors 
and the state and federal governments.  Further, everyone celebrates what is 
most important: students learned more.  �ey are better positioned for post-
college endeavors such as graduate school and the job market.

Conclusion

Higher education has an obligation to continuously improve, especially 
regarding student learning. Unfortunately, evidence of learning improvement 
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